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Abstract
Large volunteer desktop platforms are now available for several apiptisa
This paper presents the work that we did to prepare the first phase of the
Help Cure Muscular Dystrophy project to run @orld Community GridThe
project was launched on December 19, 2006, and took 26 weeks to agemple
We present performance evaluation of the overall execution and cenapar
volunteer grid with a dedicated one.

Keywords: desktop computing, docking applicatiofporld Community Gridgrid performance
evaluation, grids comparison.

Résumé
De nos jours les grilles de calculs a trés grande échelle faisant intenesnir d
internautes sont Iégions. Dans ce papier, nous présentons le tréwafléf
pour permettre le lancement de la phase | du projet “Lutte contre la dysroph
musculaire” sur leVorld Community GridLe projet a commencé le 19 Dé-
cembre 2006, et s’est terminé le 11 juin 2007. Nous présentatons leétpsop
du programme et I'évalution des temps de calcul, enfin nous comparons une
grille d’internautes face A une grille dédiée.

Mots-clés: calcul sur ordinateur personnel, application d’amarrage r@xdAlaire, World
Community Grid évaluation de performance d’une grille, comparaison de grilles.
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1 Introduction

Large scale computing platforms based on internet-connected PCs voaghigetheir owners are
now widely used for many applications over the world. These range frersdarch to extraterrestrial
intelligence [] to bioinformatic applicationsd]. Those loosely coupled applications behave nicely
on such large platforms and the aggregated computing power can be edimpage supercomputers
only available in large computing centers, but at a lower cost. Howeverpérfermance comes
at a cost, the volatility of the nodes that leads to use of fault tolerance algastitimostly based on
computation replication.

World Community Grith mission is to create a large public computing grid to help projects that
benefit humanityJ]. World Community Grichas built a grid platform using a commercial solution
from UNIVA-UD [4] and also uses the BOINC open source solution. The BOINC sydikis ¢ne
of the most well known system designed to build large scale volunteer corgmytstem. Its simple
and robust design allows the development of large scale systems foalsaygortant applications all
over the world.

In this paper, we present our experience in porting a docking applicattunh predicts protein-
protein interactions, tdVorld Community Grid We are especially interested in performance estima-
tion and the way we can predict the execution time for larger problems oredacte scale grid.

Several papers have presented such approaches for similar appicé#tif], the authors present
their experience of the use of P@H/BOINC system for testing structudégtion algorithms based on
conformational sampling. Irg], clustered processors are put within the United Device MetaProcessor
to allow task and data parallelism to be used in the parallel CHARMM applicatidreir Target
application is protein folding.

The rest of this paper is organized as follow. The first section presemtiarget application,
i.e. the “Help Cure Muscular Dystrophy project”. Secti®mives details abouivorld Community
Grid which we used to solve our problem. Sectibgives details about the way the application is
sliced in workunits of a given size that allow the best performancé/orid Community Grid Then,
we describe the execution of the whole application over the grid in Sebtiddection6 presents
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the performance comparison of the Desktop Grid Platform with a dedicatédagrthis specific
application. Finally, before the conclusion, we present a study of therpgnce that should be
achieved to solve the problem asked by the scientists we collaborate with.

2 Help Cure Muscular Dystrophy project (HCMD)

This project has been carried out in the framework on the Décrypthagrgmm, set up by the CNRS
(Centre National de la recherche Scientifique), the AFM (French MaisBistrophy Association) and
IBM. This project proposes to use the power offered by grid computirtpdaletection of protein-
protn interactions. It directly addresses these questions by setting thefgmaieening a database
containing thousands of proteins for functional sites involved in bindingttieroproteins targets.
Information obtained on the structure of macromolecular complexes is impagaonly to identify
functionally important partners, but also to determine how such interactidhbevperturbed by
natural or engineered site mutations in either of the interacting partnerstioe aesult of exogenous
molecules, and, notably, pharmacophores. A database of such infanmatidd be of significant
medical interest since, while it now becomes feasible to design a small moleduitéttio or enhance
the binding of a given macromolecule to a given partner, it is much more diffwknow how the
same small molecule could directly or indirectly influence other existing interaction

The development of a docking algorithm to predict protein-protein interastxploits knowl-
edge on the location of binding sites.The basic algorithm uses a reduced ofidde interacting
macromolecules and a simplified interaction energy. Optimal interaction geonweitfibe searched
for using multiple energy minimizations with a regular array of starting positiodscaientations.
Later on, knowledge of binding sites will greatly reduce the costs of thelse# provides the basis
for real-case predictions of functionally significant partners. Furitifermation on this project can
be found on the web site &¥orld Community Grid

2.1 MAXDo program

The MAXDo program (Molecular Association via Cross Docking simulatidrey been developed
by Sacquin-Mora et al7] for the systematic study of molecular interaction within a protein database.
The aim of the docking process is to find the best way to associate two wrdateimder to form a
protein-protein complex (and see whether these two proteins are likely taéhtshould they ever
meet in a biological system). The quality of the protein-protein interaction eavaluated through

an interaction energy (expressedkitul.mol~1), which is the sum of two contributions; a Lennard-
Jones term [;), and an electrostatic ternf§ec), which depends on the electric charges that are
located all over the protein. The more negative the sum of these two cdidnibus, the stronger
the protein-protein interaction. The MAXDo program uses a reducettipronodel developed by

M. Zacharias §]. The proteins are rigid and the minimization of the interaction energy is computed
according 6 variables : the space coordinates = of the mass center of the ligand and the orientation
of the liganda, 3, . Those degrees of liberty are concatenated into 2 parametggsandi,..; which
respectively represents tlstarting position(z, y, z) of the mobile proteirp, (also called the ligand)
with respect to the fixed proteip, (called the receptor), and trstarting orientation(a, 3, ~) of
proteinp, relatively to the fixed proteip;. Then minimizing the interaction energy between two
proteins for a set of initial positions and orientations of the ligand gives a ohdpe interaction
energy for the proteins couple.



More formally, the MAXDo program is defined for one couple of prot@ip, p2) as the compu-
tation of the interaction energy between them:

Eiot(isep, trot, P1,D2)

wherei,, is the starting position and,; is the starting orientation of the ligand with respect to the
receptor. So the map of the interaction is obtained by computing the set ahdaaiergy:

Visep € [1--Nsep(p1)]av’irot S [1--Nrot]7 Etot(isep irot, P1,D2)

Notice the number of starting positions between the two proteins depends @téptorp; and this
number is directly linked with the size and shape of the protein. Finally, the totabar of MAXDo
program’s instance which have to be launched for a set of proteisglefined by this quantity:

V(p1,p2) € P, Visep€ [1~-Nsep(pl)]7wrot € [1--Nrot}7Etot(isep, irot, P1,D2)

The first phase of the HCMD project targets 168 proteins, the numbetaifans have been fixed by
the scientistsV;o; = 21%, and the starting positions are evaluated by an other program for ezteimpr
The MAXDo program is not symmetric, i.€fp1 # p2, Eiot(isep trot, P1, P2) 7 Etot(isep irots D2, P1)-
These 168 proteins have been selected because they are all knowe patak at least one identi-
fied protein-protein complex and they cover a wide range of protein stesceind functions without
redundancy9].

This project follows a first study on 6 proteins which was performed ordddicated grid of
the Decrypthon project. This study argues that preliminary work showaddtie docking program
required a lot of cpu time and produced promising scientific resdjtarjd will take advantages of
desktop grid computing.

3  World Community Grid a volunteer grid

Launched November 16, 2004 their sponsor, IBM, provides the teahimfrastructure, expertise
and hosting to suppolorld Community Grid The scientific projects are selected by an advisory
board composed of prominent philanthropists, scientists and officialsl&ading public and private
organizations and reviews proposals to identify those with the best potentiahefit from technol-
ogy of World Community Gricand make important progress on humanitarian gdals This type

of grid encourages public awareness of current scientific reseiarchtalyzes global communities
centered around scientific interest, and it gives the public a measuratoblcover the directions of
humanitarian scientific progress.

3.1 Desktop Grid description

World Community Grids a volunteer grid, also known as a Desktop grid, or distributed grid. Bifsic
this grid is composed of several servers that host a database of coghputik (data + program)
named‘workunit” . The volunteers have to register to the web servé¥@id Community Gricand
download an agent which will be responsible to contact the workunits as¢ali his agent is also in
charge of monitoring and controling workunit computations. The agemtexis to the server to get
new workunit, then it launches the program with the specific parameteesponding to the piece of

LIn fact the number o$tarting orientationis 210 : 21 couplesd, 3) for 10 values ofy.
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Figure 1:virtual full-time processorsf World Community Grid

work they have been selected for. After the computing work is finished;dhmgouting device sends
back the result t&Vorld Community Gricand asks for an another workunit. The user can configure
the agent to use only the idle time of the device, or launch the workunit only Wieescreensaver is
active or continuously work for thé/orld Community Grigprojects.

World Community Grids using two different types of middleware in order to provide the infras-
tructure of the Desktop grid: the BOINC systed{] and the Univaud’s middleware Grid MR
Actually, there are more than 344,000 subscribed members and more th@6@86clared devices.
You can subscribe several devices with the same member profile. Theiteeti World Commu-
nity Grid provides some basic information about the status and the global statistice @friti¢11].
According to this information we can draw the graph of the numberirddial full-time processors
which participate inNorld Community GridWe may have to introduce this new paradignviotual
full-time processorsWith this notion we answer the question: “How many processor do we need to
generate 10 years of cpu time for 1 day ?”. If for 1 day, 10 years aftcpe are consumed, it is
equivalent to at least 3 650 processors that compute full time for 1 daig. nbtion ofvirtual full-
time processorsloes not say anything about the processor. We do not have anynatfon about
the power of the grid and we only know the minimum number of processodedde generate the
cpu time. In our sense the notion is easier to understand than the total cpu tritegyaes a better
idea of how large isVorld Community Grid We will use this paradigm in order to compahérld
Community Gridwith a dedicated grid.

Figure 1 shows the evolution of the number wiftual full-time processorsvhich participate in
the project hosted bWorld Community Gricsince the beginning of the grid. The web sité/éirld
Community Gridprovides the total cpu time generated by days. We convert this valueinal
full-time processorsWe can notice the number wirtual full-time processorglobally increases. The
curve is not regular, during the week-end there are less procebsorsluring the week. There are
some periods where the number of processors went down; Christmaayhofi@005 and 2006 and
summer time of 2006.



3.2 Needs and requirement

Scientific projects must meet three basic technological requirements, teedrenefits fromAorld
Community Gridcomputing power (this requirements are given in the documents called “Rdque
proposals” L2]). Projects should have a need for millions of cpu hours of computationacepd.
The computer software algorithms required to accomplish the computations &lgosuch that they
can be subdivided into many smaller independent computations. And finalgryiflarge amounts
of data are required, there should also be a way to partition the data intoiesuffi small units
corresponding to the computations.

These constraints are directly related to the natur&/ofld Community Grid The computers
which compose the membership Wforld Community Gridare usually simple desktop machines.
Desktop computers have more and more computing and storage capacsti@steiaet connection,
but the work distributed to the volunteer computer has to need reasonableryngmace and data
transfer time. Empirically, the team Wlorld Community Grichas determined a workunit should last
around 10 hours. This value can be considered as a human fact@reaseats the time a volunteer
would wait to accomplish a workunit, it is also a good value to monitor the pregre®f the work.
This value is also constrained by the capacity of the servétddtd Community Grido distribute the
work to volunteers device. It determines the rate of transactionsWiatiid Community Gricervers.
An interesting study on performances issue of a BOINC task serverliemre done by the BOINC
team [L3)].

4 Workunits preparation

As mentioned in the requirements féforld Community Gridthe work should be partitioned into
small pieces of work that ideally takes 10 hours to complete. In order tolbd@bchieve this goal
we have to estimate the computing time needed by the MAXDo program.

4.1 Analysis of MAXDo program behavior

In order to launch the HCMD project afvorld Community Gridwe have to model the behavior of the
MAXDo program. The first evaluation was to determine the paramé{esgp) for the 168 proteins.
This parameter is the number of starting positions of a ligand around a gigeptor. Figur® gives
the distribution of the number of starting positions. It shows that most of thieips have less than
3000 starting positions to compute. One of them has more than 8000.

Then important properties of the MAXDo program computing titi€sep, irot, p1, p2) have been
established:

1. The MAXDo program has a reproducible computing time.

2. For one couple of proteins, po, if the parameteisepis fixed, then the MAXDo program is
linear in the parameteyy; (Figure3(a)).

V(p1,p2) € P, Vira, isepfixed, Ja, b € R, ct(isep irot, P1,P2) = @ * Ct(isep L,pi,p2) +b

3. For one couple of proteins, po, if the parametei,q; is fixed, then the MAXDo program is
linear in the parametekep (Figure3(b)).

V(p1,p2) € P, Visep irot fixed, Ja, b € R, ct(isep isep D1, p2) = a * ct(1,dror, p1,p2) + b
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average| standard deviation min | max | median
671 968,04 6 | 46347| 384

Table 1: Statistic values of the computation time matrix in seconds.

The linear property was checked over 400 random couples of profgiescorrelation coefficient
is always around 0,99. For sake of simplicity, we decided to assume the tompime is a linear
function in the number o$tarting orientationsor the number oftarting positiong b = 0). This
means that we only need one point to determine the slope va)u the linear function for each
couple. With this three properties, the number of computing time evaluation fbtAXED0 program
is highly reduced. It is only necessary to evaluate for a fixed numbakgfand Nyot the computing
time for each couple of protein in the st The cardinal of the target sétis 168, so the number of
evaluation isl68% = 28, 224. We launched the MAXDo program on four clusters with similar nodes
(i.e. dual Opteron 246 @ 2 Ghz) on the Grid’500@][platform. 640 processors were used for this
experiment during one day. This experimental run gives us the completex mé&tr of computing
time where the entryt; ; represents the computing time for the couple of protémsp;). This
1682 run consumed more than 73 days of cpu time, Tdbtepresents the statistical value of the
computation matrix/.; . The distribution of the computing time is extremely disparate, there are 10
proteins which represent 30% of the total processing time.

The matrix)M,; and theNseptable offer the possibility to evaluate the total cpu time needed on
the reference processor. It needs more than 14 centuries andr8®¥epu time on a single Opteron
2Ghz processor to be precise 1,488:237:19:45:54 (y:d:h:m:s). This quanéprésented by formula:

Z Nsep(pl) * 21 Ctiter(plaPZ) (1)
p1,p2€P

Where ctier(p1, p2) represents the entry value ., for the couple of proteingpi,p2); i.e time
needed for the MAXDo program to ruBi; (1,1, p2, p1) and Nsegp1) represents the value in the
Nseptable, which give the number of starting positions around the pretein

At this time, some observations can be pointed out. The total needed cpu timerefetfence cpu
is huge 1,488:237:19:45:54 (y:d:h:m:s). The MAXDo program is embarrdggiagallel : each step
can be computed independently from every other, and there are a bodeenof steps (49,481,544
workunits can be generated). The data needed for the MAXDo programall: the 2 proteins files
+ program + parameters (no more than 2 Mo).

These observations show that the MAXDo program is a perfect caedidaa distributed grid
such asNorld Community Grid

4.2 Workunit packaging

The objective is now to slice the whole work represented by the formyiiato small pieces of work
which lasts approximatelg hours ¢ ~ 10). The constraints are the following. For a given couple
of proteins(p1, p2) , only the number of théVsepto compute can change and must be in the interval
[1..Nsedp1)], the number of orientatiofVye is fixed to 21. The workunit is defined for one couple of
proteins, i.e we cannot build a workunit with three proteingps, ps in order to compute on a piece
of the work of couplgpy, p2), then(ps, p3) and so on.

The two previous constraints are technical because it will demand ussageadditional work
to merge result files. So the problem is to find the paramefgywhich is the number of separation
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points to compute in one workunit for one couple of protein,

V(pl,pQ) & P, fll’ld nsepe [1..Nsep(p1)]7
H h
if {Mct(phpz)J <1,

if {mJ > Nsep(pl)a Nsep= Nsep(pl)

Nsep= 1

h
else =|—
fisep {Mct(pl ; Pz)J

There are several methods to build workunits, and we can have sutsggialas to decrease the
number of small workunits or minimize the number of workunits. It also dependbe softness of
the h parameter.

Figure4 shows some examples of the workunits distribution generated/with 10 hours and
h = 4 hours. Indeed the number of workunits increases when the workusiuggn time wanted
decreases.

4.3 Porting to World Community Grid

The MAXDo program has been packaged into a program with a scnemmaad modified in order
to monitor the progression of the program. This job has been done by thadaicteam awworld
Community Grid Figure5 shows the screensaver of the HCMD project. Several pieces of infiorma
are shown in the MAXDo agent: the name and the graphic of the two proteiich \ahe currently
being docked, the value of the docking energies, the current pogféise docking program, and the
links to the website of the different partners of the HCMD project.

Furthermore, the technical team adds a checkpoint feature to the MAXigogm. The MAXDo
program can be stopped at any time and restarted from the last chetckplumfeature is essential;
as the volunteers can stop or kill the process at any time, checkpointssamial to preserve compu-
tation that have been carried out. Anyway the checkpoint occurs otlyekestarting positions If
the program is stopped during the computation of one starting position, theDd4Xogram has to
be relaunch from this position.
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5 HCMD project launched on World Community Grid

5.1 Computing phases

This previous section explains how the MAXDo program and the targetf ggbteins were tuned to
fit to the constraints oiVorld Community Grid The computation phase was launched on December,
19, 2006. TheNorld Community Grideam decided to launch the workunit of one protein after an
other. They also decided to first launch the protein that required lessutmmpime. This choice was
motivated by the fact that it can be easier to detect the failures on the begyivfithe project when
results returned quickly from the volunteers. Furthermdi@ld Community Grids dynamic, there
are always new members that join the grid with brand new machines. So thegagster devices can
work on more time consuming workunits.

Figure6(a) shows the number of processors that participated to the HCMD projectgridphic
is generated with the data provided by iWerld Community Grideam. They give us the cpu time in
years consumed each week. With this value, we estimate the numbietuad full-time processors
that participate to HCMD. Then the following remarks can be given on Fi§(ak

1. During the project the number of processors that participatéarnd Community Gricalways
increased. The average number of processors available is 54,94Kettage number of pro-
cessors dedicated to the HCMD project is 16,450.

2. Three different periods can be distinguished for the HCMD project.

(a) During the two first months of the project. there are just a few procedsat participated
to the HCMD project. The priority of this project was very low comparing to tters.
This phase can be assimilated to tleeritrol period.

(b) On February, the number of processors which participated to thelH@biect increased.
At the end of February, 45% diorld Community Gri devices participated to the
HCMD project. This phase can be namguidject prioritizatiori'.

(c) From march to the end of the HCMD project: 4 months, the part of theepsnrs
which participate to the HCMD project stayed constant. As the number oegsocs
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in World Community Gridncreased, consequently the number of processors dedicated to
the project increased. The phase can be narhddgower working phase During this
phase 26248 processors were used on average.

Figure6(b) shows the number of results received during the project. The numbesulfs is not
necessary linked with the number of processors (Figad), i.e. the cpu time consumed, because
each result does not represent the same amount of work. There@erdas in Figuré&(b), only
73 % are useful resultdVorld Community Gricsystem sends more than one copy of each workunit
to the volunteers. This is call “redundant computing”. This mechanism alldardd Community
Grid to identify and reject erroneous results. Redundant computing wasrused cases: the result
returned is not correct or the workunit sent to a volunteer reacheahibeut. As the grid is composed
of volunteers, we can expect that there are some people who do neatdo theNorld Community
Grid servers for a long period, then when the agent reconnects andisidihe result to the servers,
this results is taken into account even if the result has already been cahijfyuseme other device.
The redundancy factor for all projects is 1.37, it is obtained by compéahi@egumber of computing
results disclosed bworld Community Grid5,418,010) and the number of effective results received
from World Community Grid3,936,010). This factor was not constant during all phases of tleqgbro
It was higher at the beginning, because the results were comparedchtotbac to be validated, but
later we provided a method to validate the results by checking the valuesewtunrithe result file
(there are some specific boundary conditions on each value).

5.2 Result processing and verification

During the project, th&/orld Community Grideam sent results that were calculated by the volunteers
to a storage server in France. Then we were in charge of validating thesks. The output of the
MAXDo program is a simple text file that contains on each line the coordinatieedfgand and its
orientation, and then the interaction energies values. \wbdd Community Grideam sent us the
results when one protein has been docked with the 168 others. Each tineeeired the results, we
validated those results with 3 different checks: check if there are tlreatarumber of files, check
if there are the correct number of lines in the files, check if the values inltharg within a valid
range. Then when the files were checked, we merged result files intordave one result file for
one couple of proteins. All these result files represents 123 Gb of kext(fd5 Gb compressed) and
there arel 682 files.

In addition to these controls, we provide the graphics shown in Figusbich represents the
progression of the project. The proteins are on the X axis, and the Y epliesents the cumulative
percentage of computation. The green part (on the left) is the percethi@gleas been computed,
the red part (on the right) is the not yet computed part. This graphictetcshows that the time
needed for each protein is different. For example, on the 05-02-07 ifi@®h after the beginning of
the project) 85% of the proteins were docked, but this represents o¥yoithe 1488:237:19:45:54
(y:d:h:m:s) total computation.

6 Comparative performance with a dedicated grid
The web site atWorld Community Grideports the total cpu time consumed by the HCMD project

is 8,082:275:17:15:44 (y:d:h:m:s). This quantity is 5.43 times higher than the estinstmdwith
the reference processor Opteron 2 GHz on the Grid’5000 platform.tdthkcpu time includes the
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Figure 7: HCMD project progression

redundant workunits (the redundancy factor is 1.37). If we take intowat this fact, the speed down
is 3.96.

Furthermore the distribution of real workunits which were sent to the vatusiteeported in Fig-
ure 8, confirmed the speed down factor. This distribution shows that most witskwere tuned to
take between 3 and 4 hours of cpu time (average is 3 hours 18 min 47sidiaccto the evaluation
matrix obtained by the experiment described ihon the reference processor opteron@2Ghz. For the
whole project the average cpu time obtained onvifoeld Community Gridlevice is around 13 hours
(obtained with the total number of results and the total cpu time). This confirnspéesl down value
3.96 (13 hours / 3.96 = 3h15): the average workunit computing time obtaiitedhe packaging is
approximately 4 times less than the real average execution time.

Several arguments can be given to explain the speed down factor r3thefnment is that there
are some limitations to the way that the UD agent accounts for run time. In partithéaJD agent
measures wall clock time rather then actual process execution time. This ocumpky in a couple
of ways. First of allWorld Community Grichas set the work for the UD agent to run at most at 60%
of cpu time. This can only be changed by downloading a separate utility freoild Community
Grid website to change this setting. This means that a computer using the UD ageihedd?o cpu
throttle that runs a workunit for 8 hours of “wall clock” time will at most onlgtaally process work
for 4.8 hours. Secondly, since the research application runs at thstlpvi@rity on the computer, any
other use of the computer’s processor will further reduce the actual@nodtime that the research
runs. This can further reduce the actual cpu time. In essence it woulte: nmexpected if the research
application actually ran for less then 50% of the elapsed wall clock time. Thiggrteat run time
reported overstates that actual amount of time the research was rufihesg items can explain about
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Figure 8: Real workunit distribution.

Grid whole period| full power working phase
World Community Grid 16,450 26,248
Dedicated Grid 3,029 4,833

Table 2: Table of equivalence betweeintual full-time processor®f World Community Gridand
processors of dedicated grid

half of the 3.96 value. Secondly, the device\&orld Community Gricare not dedicated. It means
that the volunteers share their computer, the members can stop, kill or ni¥otte Community
Grid agent if they are disturbed by the program. In that case, the progrataisiched by th&orld
Community Gricagent at the last checkpoint, this interruptions consumed a large pagtadditional
computing time. In addition the devices @vorld Community Gricare slower (on average) than an
Opteron 2 GHz, and screensaver itself can add to cpu usage in vaggnegs, depending on platform
and speed of the machine. Nevertheless, even if the performance ofeals device is quite low
comparing to the power of one processor of a dedicated grid, this wealknbalanced by the huge
number ofvirtual full-time processorsf this kind of grid.

Table 2 represents the equivalerfideetween the average numberwtual full-time processors
which were consumed during the HCMD project and the number of processich would be nec-
essary on a dedicated grid such as Grid’5000. Two distinct periodsharven, thewhole period i.e.
from the beginning to the end of the project, i.e. six months, ofuti@ower working phasahich is
only the four months where the HCMD project had a high prioritydorld Community Grid

To be specific, during the prior week that this paper was writtéor]Jd Community Grideceived
1,435 years of run time or an average of 74,825 days of run time per desedquates to 74,826rtual
full-time processors Using the factor 3.96 determined above, this suggestswoald Community
Grid currently provides at least the equivalent of 18,895 Opteron 2 GHzepsors on a Grid’5000.
This is a low estimate oWWorld Community Grits computing power as BOINC measures run time
more accurately then UD. We will explore this idea further in a future paper.

2This comparison has to be taken carefully, since it supposed that tleatéetgrid is optimally used.
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HCMD phase | | HCMD phase I
cputimeins 254,897,774,144 1,444,998,719,637
Nb weeks 16 40
Nb virtual full-time processors 26,341 59,730
Nb members 132,490 300,430

Table 3: Evaluation of the HCMD phase I

7 Next Step for the project

The aim of the first phase of the project was to collect data on the dockimgutation of a set of 168
well known proteins. Then with this data, the scientist want to add some evauyinformation in
the docking process in order to cut the number of docking points to complgg.plan to reduce this
number of docking points by a factor of 100. With this optimization, they wantuodh a second
phase of computation dWorld Community Gridvith a higher number of proteins (around 4,000). At
this point, we cannot know how long it will take to process the workloat\onld Community Grigd
but we can evaluate it.

Formula () given in Sectiord.1 gives the total amount of work needed to compute a set of
protein. This formula shows us that if we increase the number of protemsotél amount of work
will increase with the square number of proteins. Assume that the targeft4@&00 proteins for the
phase Il follows the distribution of the 168 proteins and assume that thdistsenanage to reduce
the number of computing point by a factor of 100. With this assumptions, wesi#mate that the
total amount of work needed for the phase Il is 5.66 times higher than thee pﬁ%). How
much time do we need to compute this work World Community Gri@ The answer is directly
related to the number of participant Bvorld Community Gridbut if it behaves like for the first step,
it will take 90 weeks (1 year and 9 months).

Now let’'s formulate the question with this words : How marnstual full-time processorslo we
need to compute the HCMD phase Il in 40 weeks ? We need 5%,i8@l full-time processor$o
accomplish the second phase of the project within 40 weeks.

Additionally, let’s figure out how many members World Community Gridve need to reach the
number of 59,73Wirtual full-time processorsWorld Community Grichas approximatively 325,000
members. It corresponds to about 60,000ual full-time processorsiccording to the Figude Fur-
thermore, for this estimation we have to take into account\Waid Community Gridwill host 3
other projects when the second phase of the HCMD project will be r&udthe HCMD project will
have to share the grid and it will get 25% of the grid. So the HCMD projeetiad.,300,000Vorld
Community Gridnembers in order to accomplish the second phase within 40 weeks. Thiseeisre
nearly 1,000,000 new volunteers.

8 Conclusion and future work

Large scale execution of application on volunteer grids are no longesemneh project. Several
applications have been successfully ported on available large scalempiatfamong them, BOINC
is one of the most used system due to its performance and ease of use.

Our target docking application fits nicely on such a platform. The HCMD ptaj&s launched
on December 19, 2006 and finished on June 11, 2007. It took 26 weekmplete. During this time,
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168 proteins were docked 2 by 2 that generates 123 Gb of data andheethsnore than 80 centuries
of cpu time.

In our paper, we described all the steps which were needed to be ablenth Ithis large scale
execution for our bioinformatic application. We showed the benefits of uswgunteers grid, but
also described the limitations of this kind of grid compared to a dedicated oeaumntof this project
require 5.43 times more cpu time than expected. We have introduced the notiwtuaf full-time
processorsvhich characterizes a volunteer grid against a dedicated one. We dliogwartual full-
time processorsf World Community Grids around 4 times slower than a opteron @2Ghz processor.
We proposed a first estimation with several assumptions for the secosd phthe project, which
will be refined as soon as the analysis of the first phase results will edditiénally in phase | of
the HCMD project, the MAXDo program was only run on the UD agent, buthiage 1l the program
will only be run on the BOINC agent. There exists differences betweewdyethe two middleware
systems account for run-time which may introduce differences in whatsepts avirtual full-time
processorsAnother way to approach the numbematual full-time processorss to base the estimate
on the number of points awarded instead of run-time. Points represenhthentiof work done by
computer to compute a result and are based on the run time for that result nmailbpli weight
factor determined by running a benchmark on the agent. This approacliskduce the differences
between each platform therefore be more middleware independent. Tieaah should also allow
us to observe the trend toward more powerful processors in desktoputers.

Eventually, this project is a perfect example of how the specificities of twerdifit kinds of grid
(dedicated and volunteer) can be used in order to solve a bioinformagacpvehich required a huge
amount of computation.
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