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Abstract

Standard TCP faces some performance limitations in very high speed wide
area networks, mainly due to a long end-to-end feedback loop and areons
vative behaviour with respect to congestion. Many TCP variants hase be
proposed to overcome these limitations. However, TCP is a complex protocol
with many user-configurable parameters and a range of different imptamen
tions. Itis then important to define measurement methods so that the transport
services and protocols can evolve guided by scientific principles andarechp
quantitatively. The goal of this report is to present some steps towarsisra u
oriented benchmark, called ITB, for high speed transport protocoigpad-

son. We first present and analyse some results reported in the litefataone.

this study we identify classes of representative applications and usefidsne

We then isolate infrastructure parameters and traffic factors which ictube
protocol behaviour. This enable us to define scenario capturing autioesys-

ing comprehensive and useful properties. We finally illustrate this pedys
preliminary results obtained on our experimental environment, Grid’50680, w
have built and are using for contributing in this benchmark design.

Keywords: Protocol Benchmark, TCP, Performance evaluation, High Speed tndnkiigh Speed
networks

Résumé



La version “standard” de TCP est confrontée a un certain nombre de limita-
tions de performance dans les réseaux a trés haut débit qui soripaléac
ment causées par une boucle de rétroaction de bout en bout trop letnguie
comportement trés prudent vis-a-vis de la congestion. Un grand norebre d
variantes de TCP ont été proposé pour tenter de surpasser ces limitagens.
pendant TCP est un protocole complexe comportant beaucoup de prammé
définissables par l'utilisateur et un éventail d'implémentations différentes. |
est alors important de définir des méthodes de mesure afin que les setvices
les protocoles de transport puissent évoluer selon des principesfapies

et étre comparés quantitativement. Le but de ce rapport est de préseate
démarche vers la définition d’'un banc d’essai orienté utilisateur, appBlé |
pour la comparaison de protocoles de transports dans les réseawbdéhiau
Nous commencgons par présenter et analyser quelques résultats piaasen

la littérature. A partir de cette étude, nous identifions des classes refarésen
tives d’applications et des métriques utiles. Nous isolons ensuite les pazamétr
infrastructurels et les facteurs de trafic qui ont une influence sumhpotde-
ment des protocoles. Ceci nous permet de définir des scénarios petrdetta
capturer et de synthétiser des propriétés utiles et complétes. Finalement, no
présentons des exemples de résultats obtenus dans I'environmeinexypeér
Grid’5000 illustrant notre démarche.

Mots-clés: Banc d’essai de protocoles, TCP, évaluation de performancegdrahgaut-débit,
réseaux haut-débit
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1 Introduction

Today, most data transfer applications and about 90% of the Interiffét trae the TCP protocol.
TCP has shown a great scalability in number of users, but not in link tgpahe TCP performance
can be very low and unstable in data-center applications, grid computilgamms, interactive
communications within high speed long distance networks infrastructuresdter fio home (FTTH)
or lambda grids environments. The conservative behaviour of TCP vagiect to congestion in IP
networks is at the heart of the current performance issues facecehigh-performance network-
ing community. Several theoretical and experimental analysis have shawvthéhdynamics of the
traditional feedback based approach is too slow in very high speed mkstétat may lose packets.
Consequently network resource utilisation is not optimal and the applicatitorpance is poor and
may be disappointing. Many high-end computing applications wish to transfgr V@lumes of data
over wide area networks and require high data rates in order to do s@evdn these applications
are rarely able to take full advantage of the high-capacity (2.5 Gbpsba® éd upwards) networks
installed today. Data from Internet2 show that 90% of the bulk TCP flowing@ttas transfers of at
least 10 MB of data) use less than 5Mbps, and that 99% use less thanp0ddbof the possible
622 Mbps provision. There are many reasons for such poor penfmenaany of the problems are
directly related to the end system, to the processor and bus speed, andNt€ twéh its associated
driver. TCP configurationgg. small buffer space) has also a significant impact. But when these
problems are fixed, the congestion control algorithm is one of the key coempavhich has to be
modified to alleviate the performance problem in high speed long distance mkstemvironments.
Congestion control is the most important and complex part of a transpaidqot in packet switch
shared network. TCP provides a fully distributed congestion contrébpobwhich statistically share
available bandwidth among flows fairly. TCP was designed first and faetodoe robust and when
congestion is detected, TCP solves the problem but at the expensdafh@erce. For example, for
a standard TCP connection with 1500-byte packets and a 100 ms routidagj@achieving a steady-
state throughput of 10 Gbps would require an average congestionwioidg3,333 segments, and a
packet drop rate of at most one congestion event every 5,000,00880R6ts (or equivalently, at most
one congestion event every 1 2/3 hours).

To solve this problem several protocols enhancements have beerspdoptyHVBPa05, SL04,
XHRO04]. All these protocols are not equivalent and not suited for mlirenments. Some of the
protocols targeting high speed Internet, attempt to improve TCP respomst@ofuwhile trying to
retain maximum backwards compatibility with legacy implementations. Others focuasfferent
target environments, for example dedicated optical networks. Theysaredaservative and they can
be implemented in user space and over UDP.

Since a couple of years, the evaluation and comparison of these proteceige an increasing
amount of interest. However, TCP and other alternatives are compléscpte® with many user-
configurable parameters and a range of different implementations.abagpects can be studied and
various testing methods exist. The research commtrétyognise it is important to deploy measure-
ment methods so that the transport services and protocols can evoleel dnyidcientific principles.
Researchers and developers need agreed-upon metrics - a commuagkang communicating re-
sults, so that alternative implementations can be compared quantitativelg. dseese variants need
performance parameters that describe protocol capabilities so thatahegegelop and tune their
applications. Protocol designers need examples of how users willigxeheir service to improve
the design. The goal of this report is then to contribute to this effort aesbmt some steps towards a

1Seattle workshop, February 2007
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user-oriented benchmark design for high speed transport protagoisazison.

The rest of the report is organised as follows. Related works andirangdforts are reviewed
in Section2. Section3 defines the notion of benchmark and introduces ax@wples of such
tools.Section 4 introduces the metrics, parameters and measurement mettsiidsticgnour bench-
mark proposition for transport protocols. Section5 illustrates this propatiapreliminary results
obtained on our experimental environment, Grid’5000, we have built Bndsang for contributing in
this benchmark design. Finally, we conclude in Section 6 and propose saspeptives for protocol
and network service enhancement.

2 Related work

High Speed transport protocol design and evaluation is a hot resegich [VBTK06]. We first
overview and classify proposed alternatives to TCP and then surveasefforts towards a system-
atic evaluation of these proposals.

2.1 Transport protocols for high speed networks

The recent alternatives to TCP, dedicated to high speed Internet, adtaiagshe problem of the poor
response function of TCP in large bandwidth-delay product netwoykaddifying the parameters,
« for the increase and for the decrease, of the Additive Increase Multiplicative Decreasm Al

algorithm that is used during the congestion avoidance phase of TCBx&awple HighSpeed TCP
[Flo03] and Scalable TCP [Kel03] increase the aggressiveness irpkigbrmance contexts while
trying to stay fair to standard TCP flows in legacy contexts. Table 2 summahnieesIMD values

that are used by different TCP variants. In [PFTK98], Paddiyat. present a simple TCP model to
express the throughput as a function of the RTT, segment size, AIMBtaots and loss probability:

MSS W
RTT %p + RTO %3 3@pp(l-|-32pz)
that can be reduced to res [3
R= RTT\/; )

if we assume that the loss rate is small (typically the case in the optical netwatkfotms the
backbone of most grids/data centers). The same kind of approactebasyiade for the new TCP
variants [Xu07] and similar expressions exist. Table 1 provides an gippate value of the: andd
parameters considering that all the formula are in the form

~ MSS ¢

" RIT p? 3)

H-TCP is supposed [SL04] to have the same response function as Higth$EP. CUBIC is not
included in the Table 1 as its response function doesn't fit in the formulachBice of the AIMD
constants, it has the same response function as TCP Reno for a smaktongpoch/BDP value to
ensure its fairness with respect to this protocol. These response fusgtiovide an insight of the
relative performance of each TCP variants for a given BDP valuethimimodel doesn’t capture a
number of characteristics of real networks like reverse traffic or multipgexMany of these TCP
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TCP variant C d
TCP Reno 1.22| 0.5
BIC 15.5| 0.5

HighSpeed TCR 0.12| 0.835
Scalable 0.08]| 1.0

Table 1: TCP variants’ response function parameters

TCP variant « I}
TCP Reno 1 5
BIC 1 or bin.search %
CuBIC cub(cwnd, history) %
HighSpeed TCH inc(cwnd) decr(cwnd)
Hamilton TCP f(lastjoss) 1 — Fljmin
Scalable TCP 0.01 * cwnd 3

Table 2: TCP variants’ AIMD constants

variants are available in all recent Linux kernel: HighSpeed TCP [FloB&&alable TCP' [Kel03],
Hamilton-TCP [[SLO4], BIC [[XHR04], CUBIC [RX05] and they can be ddey everyone.

TCP Vegas [BOP94] and FAST-TCP [DXWHO07] use other congestioarimétion available
(round-trip time variations, Explicit Congestion Notification, etc) to regulateuphput at the sender
end and thus finely control buffer filling in routers, managing IP congesiimally. XCP goes
further from today’s standards, proposing a new cooperativeastizgn control scheme featuring a
precise congestion window indication going from routers to end hosts.

UDT, a UDP-based Data Transfer protocol [GGO07] address thdemwobf transferring large vol-
umetric datasets over high bandwidth-delay product optical networke. ddkne TCP variants such
as [XHRO4], UDT employs a new window-based congestion control dlgortargeting at uncon-
trolled shared networks.

2.2 Evaluation frameworks

Since a couple of years several teams aim at developing methodologigsoéndroviding compre-
hensive standards-compliance testing of TCP implementations. In this seetigmesent initiatives
focusing on TCP variant evaluation. Various testing methods exist to egdahaasport protocol per-
formance: real Internet, real experimental networks, emulated nedwsirkiulation. Each one has
its pitfalls. A mix of several methods is highly required to produce convincasglts [AlI99]. To
our knowledge, the real Internet , through the Planetlab testbed for@eahas not been employed
to evaluate extensively the new TCP variants. Several methodologiessuitsthave been proposed
by [LLS06, Flo06, HLRX06] to identify characteristics and describe Whaspect of evaluation sce-
nario determine these characteristics and how they can affect the rdshitseaperiments.

The next sections compare related works according to the type of methodabhewdopted.
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2.2.1 Evaluations on Real Experimental Networks

Few real experiments have been ran [CA36, LLS06] to analyse the behaviour of a range of new
protocols in high speed Internet context. Other recent work focushared high speed networks
dedicated to high performance distributed applications [GBK GSP07, GHKO06]. The real ex-
periment method gives a real insight of the protocol behaviour in vely siiged environmene.g.

10 Ghps), explores the interactions with the hardware infrastructurgematally helps to debug the
global hardware and software communication chain.

Wan-In-Lab Wan-In-Lab [GSLLO7] is a testbed of the California Institute of technology. It is built
around a 2400km optic fibber cable and arrays of optical switches gircahnetworks with variable
length and RTT. It is accessible to users through a web interface . Thifairdallows users to upload
experimental kernels, instrumented with the Web100 tools, and to run a petd#fined tests. The
results of these tests are then processed and placed on the web in Ipbibajrand numerical form.
Protocols are tested for RTT fairness, convergence speed both wiitlitout existing large flows,
interaction with short flows, and fairness between flows traversingrdiffexumbers of hops.

They are considering a range of experiments combining a topology andrezimerking condi-
tions to study interesting cagesThe main interest of this test bed is the possibility to perform real
experiments using real links (1 to 10 Gbps speed) and optical switches &iatte access to a huge
range of RTTs (from 0 to 180 ms with 2 ms increments) by configuring the dgtivitches.

Grid5000 Grid’5000 project [BCC06], is an experimental grid platform gathering 2500 proces-
sors over nine geographically distributed sites in France. The netwadstnicture is an intercon-
nection of LANs (.e. grid sites) and an 10 Gbps optical virtual private network (VPN). A simplifie
topology is shown in Figure/1. The particularity of this testbed is to provideareters with a fully
reconfigurability feature to dynamically deploy any OS image or TCP stackgread host of the
testbed and with a fully dedicated optical network.

This testbed has been used for experimenting different TCP stackewasrdistypes of workload
corresponding to realistic grid computing and data-center applications {®RAKGSPO7]. Internet-
like traffic can also be injected in this testbed.

2.2.2 Evaluations on Emulated Networks

Deployment of real networks is costly and experiments can be time consurMogeover, such
testbeds hardly provide range of latencies to fully explore protocolvi@ina For these reasons,
several teams adopt emulation method by using software or hardwarerketwolators.

Hamilton University framework  With their latest experiments on TCRLUS06], Dough Leithet
al. present an experimental test-bed, based aroun®tinenynet [Riz97] network emulator. The
goal is to study the performance of various TCP variants and to propasseoies of benchmark tests
easily reproducible. The topology used is a classical dumbbell witbramynet router in the middle
to emulate latency and to set queue size and bottleneck speed

A set of script$, along with the results of a large quantity of experiments with graphs are made
available. They are considering a wide range of parameters includireyiecgize, bottleneck size,

*http://wil.cs.caltech. edu/ mi ki/index. php?titl e=Experi nents
Sworking with TCP-Linux [WCO06], a NS-2 patch to use GNU/Linux TCP castign control algorithm modules to
perform experiments
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10 GbE Links
- --- 1GbELinks

Rennes

Bordeaux

Toulouse

Figure 1: Grid’5000 backbone

RTT (16,22,42,82,162 ms), asymmetric RTT, TCP variants and number ofegsioas. The available
tests were done with two flows and a max bottleneck size of 250 Mbps.

North Carolina State University framework For the experiments [HLRX06] and validation of
their TCP variant§ Injong Rheeet al. use a testbed also based@ummynet. Two Dummynet routers
are used, one to manage the AQM and the bandwidth limitation, the second telagidfdrming a
dumbbell topology. The choice of this topology is motivated by the fact thext eumore complicated
topology like a parking lot fails to capture the realism of production networke bottleneck is fixed
to 400 Mbps and the RTT values used are 16,64,162 and 324 ms.

Two kinds of background traffic may be injected: short-lived and longdiv The short-lived
traffic is generated with a custom version of tHeRGE [BC98] web traffic generator following 5
different kind of traffic distribution. The long-lived traffic is generategingiperf. The amount of
background traffic is set to be about 70 Mbps (less than 20% of the extderapacity). The basic
scenario consists in monitoring the interactions of two flows when they aradtitey with various
levels of background traffic.

AIST-INRIA framework  The AIST and INRIA teams use hardware emulators combined with net-
work virtualisation software eWAN to evaluate protocols under differeteniey and topology con-
ditions [PTK"06]. AIST-GtrcNET-10 is a hardware emulator that allows latency emulatptou
858 ms without losses, rate limitation and precise bandwidth measurements lapd 0e speed.
GtrcNET-10p3 is a fully programmable network testbed, which is a 10 Gbpsessor of a well-
established network testbed, GtrcNET-1.

“BIC and CUBIC TCP
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2.2.3 Evaluations with NS2 simulator

TMRG NS-2 framework In the IRTF draft [[NS207], Wei and Floyd propose a framework of
benchmarking TCP variants based on the NS2 network emulator. It dep@sgies, traffic charges
and metrics that could be used to evaluate the performance of TCP stacks.

Currently, three topologies are considered: dumbbell (one bottlergaiking-lot (multiple bot-
tleneck) with cross traffic and a “simple network” topology with transit ané stobmains. Four kind
of traffic models are proposed: FTP traffic (long-lived flows), Welfffitgshort-lived flows), video
streaming traffic (CBR traffic over UDP) and voice traffic (CBR or ON/Gleis). Metrics defined
in the TRMG’s metrics draft [Flo07] are considered: throughput, gingudelay, jitter, loss rate,
response time, fairness, convergence and robustness. Each kimetrafs is adapted to the traf-
fic model it is currently trying to measure. As they are describing a franevioey don't provide
explicit scenarii that might be interesting to run.

Politecnico di Bari studies Mascolo in [MVO06] is using NS-2 simulations to observe the impact
of reverse traffic on the new TCP congestion control algorithms. Theeig#tthased on a dumbbell
topology with at most 6 different sources/destinations. The bottleneckss2®0 Mbps and is also
shared by two networks transmitting web traffic. He is mainly focusing on tfdeof the workloads
that are applied to the system (on/off reverse traffic, reverse traifiebttraffic, reverse traffic + web
traffic + different RTTs). He is using the following RTTs values: 40,80 460 ms. The metrics
used to analyse the results are mainly link utilisation, goodput, congestionwiside and timeouts
events.

This short overview shows that software testbeds (simulators or emylat@aisie complex topolo-
gies, large number of flows experiments but the bottleneck capacity is limiteddtMidps and the
latencies to 400 ms. Hardware-based testbeds give researchess tcd® Gbps and up to 800 ms
latencies but present some limitation in topologies complexity.

3 Definition and goals of a Transport Benchmark suite

3.1 Whatis a benchmark?

A benchmark is a program or a set of programs, which calculate the espegtiformance of a machine
or an architecture (hardware), or another program (softwaredh Banchmark may either focus on
guantity (execution speed, amount of data compugted) or on quality (robustness, securigge. ).
Benchmark can be executed at two different levels:

o low level or microbenchmarks: Testing the performance of one particalaponent or func-
tion.

e application level: Aiming at representing typical applications/workloads ofaéfgm that
needs evaluation. Among the existing High Performance Computing (HPChivemks, the
NAS Parallel Benchmark (NPB) [FYO02] is well known. This set of pags represents the
typical applications classes executed on clusters.

3.2 Example of the NPB and its usage

In HPC, the NPB [FY02] is a commonly used benchmark. The NPB is a grbejgbt programs
(BT, CG, EP, FT, IS, LU, MG and SP) that gives a good panel of therdifiit parallel applications
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that could be executed on a cluster or a grid. The NPB have been desigo@mpare performances
of parallel architectures (clusters and grids), and are now also ussdlitate MPI implementations.
Their results are well-known and accepted by the parallel computation comymgiming a good
overview of the tested architecture. The NBP tests both computation and cacatam

The NPB uses several classes (S, W, A, B, C, D) to represent thefsthe problem, using
different size of input data arrays. They have different kind of comication schemes representing
typical parallel applications. The NPB gives the global time of computatiowverify data computed.

3.3 Guidelines for transport protocol benchmarking

To compare different solutions for evaluating the performance of asiesy like our end to end
transport service in high speed networks, several aspects havecteanly defined, as advised in
[Jai9l]. First, the boundaries of the system to be evaluated and theesepvimvided by this system
have to be clarified. To compare the performance, criteria or metrics hineeselected. System and
workload parameters that affect performance have to be listed. Th#nin this list of parameters,
parameters or factors that will vary during the experiment have to betséld€inally, the workload,
list of requests, has to be defined. This will consist in scripts to be exkautghe system. The
workload has to be representative of the real system usage.

In the case of transport protocol, representative applications (oagéave to be used to capture
the needs of important classes of applications (or scenarii). Applicatiaharh part of a benchmark
should be:

e easy to use: no tuning or modification of application needed
e representative of users applications
e portable: usable on a large variety of machines or environments

e results reproducible: running the same experiment several times will yielsirttiar results
each time

¢ well-defined to have a real support for design and development.

4 ITB: Inria Transport Benchmark proposal

In this section, the definition of representative applications, metrics, systdworkload parameters
needed to constitute our ITB transport protocol benchmark proposakavided.

4.1 Representative applications selection

The service offered by the system to be evaluated is the transport ofltwte from a source end
node to a corresponding process on a sink end node. A flow in the éhisra loosely defined object
representing a stream of packets having some criteria in common (IP sekirpsrt numbers,...). But
end users are interested in the transfer of a particular message, fileusnélot. The document might
be a Web page, an in-line object, a data file or an MP3 track. The objech&fdras characterised
by its starting time and its size in bits. The selection of representative applicationsorkloads has
to satisfy: a) it should be representative of a given universe ofweddloads; b) it should yield to the
same distribution of the utilisation of system resources as real workloagelsviNthen consider that
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the high speed transport services we are examining target Internet-likata Center-like environ-
ments. Internet measurements of the size of documents such as Web padgddafiles show that
their distribution has a heavy tail. A typical Internet flows distribution has a ntyjof very small
flows most of the traffic in volume is contained in large flows.

In data center-like environments, bulk data transfers for inputs and tsuspaging of high per-
formance distributed applications constitutes the main part of traffic voluméthBwser requires
also to transfer very short messages for inter process communicatierred@hdistribution of these
elephant and mice is unknown for the moment. Short TCP flows are often limjtetbl-start and
their performance is determined by the RTT and the presence of randseslos

In our ITB benchmark, we propose a micro-benchmark (TU) and fepiresentative applications
(WM, PP, BU, PA):

e TU: Tuning application: a full speed, simple basic unicast and unidiredtiaresfer for bench-
marking the whole communication chain from one source to one sink.

o WM: Web surfing applications: a mix of big and small transfers in every tioles with some
delay constrains (interactive communication)

e PP: Peer to peer applications: big transfers in every directions.

e BU: Bulk data transfer applications: unidirectional and big transfers lildata centers or grid
context.

e PA: Distributed parallel applications: interprocess communication messktidy, typically
bidirectional and small messages transfers

4.2 Metrics
4.2.1 Metrics types

To analyse all the data acquired, several metrics can be used to syrithekiasacterise the behaviour
of the transport system. The metrics identified by the IRTF TMRG group [fla@e: fairness,
throughput, delay, goodput distribution, variance of goodput, utilisadficiency, transfer time.
For each of them, either network-based, flow-based or user-basggdratation can be considered
depending on the context of the study. This would lead for instance to sfwedgoodput (or the
completion time) when considering the impact of a TCP variant on a file traostée throughput
metric from a network-provider point of view. An other important set of mstconcerns the fairness.
It characterises the way the network resources are shared. FinallyetWork provider is interested
in efficiency which can be expressed as the ratio of the used bandwigithhevprovided capacity.
The next sections discuss these metrics.

4.2.2 Throughput

Throughput metric is the most relevant metric for characterizing a servisgding end-to-end com-
munication between two or more hosts. Throughput can be measured atealbased metric of
aggregate link utilisation, as a flow-based metric of per-connection trativefes, and as user-based
metrics of utility functions or user wait times. Throughput is distinguished fgmadput, where
throughput is the link utilisation or flow rate in bytes per second, and goodisatmeasured in bytes
per second, is the subset of throughput consisting of useful traffic.
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mean goodput: G = £ 1%, i(t)

aggregate goodput: G(t) = Zf\il gi(t)

standard deviation of goodput:

T;
0; = Z gz gz
t=0

goodput distribution:

k k+1

i =p(— *x C Cy)lk € [0;100
{p’L,k‘ (100 * a = gl( ) 100 * a)‘ H ’ II}
Max completion time: T,,,, = max(T;)
H H N orwar
Mean completion time: T = me}wm S forward
Min completion time: T,,;, = min(T;)
Standard deviation of completion time
Nforward
oT;, =
Nforward ne1

whereg; is the goodput]; the completion time of thé” Norward file transfer.
In ITB, we select the completion time metric which is easy to interpret from apesspective.

4.2.3 Fairness

There are two kinds of fairness: inter-protocol fairness and intoéepol fairness. The former is
the fairness when the protocol competes with TCP connections. The latterfeirtless among the

N
connections using the protocol. For fairness, the Jain index [Jai9Yeared.] = %

The term inter-protocol fairness is related to “TCP-friendliness” orF’F@mpatlblllty" It means
that a flow behaves under congestion like a flow produced by a confidrh@P. A TCP-compatible
flow is responsive to congestion notification, and in steady-state uses edaredwidth than a con-
formant TCP running under comparable conditions (drop rate, RTT, MidJ).

In ITB, for each application and each class, the completion time of a TCPleeatkwill be
measured to evaluate the fairness.

4.2.4 Efficiency

To evaluate the efficiency of different protocols on an infrastructure can use the following metrics:

the aggregate throughpit(t) = Zfil x;(t) and the efficiency&(t) = )G(g) Queueing delay can

also be an useful metric [WCLO5].

4.3 System parameters

System parameters are determined by the topology and hardware usiesl égaluation.
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4.3.1 Topology

For ITB, we identify a simple system with a fix topology: as a set of end nodesconnected to
a bottleneck link and composing a classical dumbbell topology. The argusmerats follows. In
[HLRX06], Rhee states that the dumbbell is a good topology to performrérents as it is impossible
to reproduce the complexity of a topology of the scales of the Internet ahd/éhcan reproduce what
is happening in a router of the core of the Internet by choosing apptegrackground traffic loads.
In the context of the computational grids and data centers, a dumbbell ia gisad local topology.
The aggregation and congestion of the flows is very likely to occur in the Is®gtor routers at the
border of one given cluster/site.

The system is also determined by the RTT. For example, a RTT of 1 ms ratgéise local area
network scale, 10-20 ms a metropolitan/national scale and 200 ms a transntadtgtale.

4.3.2 Capacities

The factorK = c% the aggregation level is an important parameter to consider. It is the ratredme
the bottleneck capacity and the access link nominal capadity. In DSL context and more generally
in the Internet, it is common to have K ranging over 1000, while in the data+osméext, K is around
1or10.

Another limitation due to hardware is the size of bottleneck link buffer. Thiampater is currently
subject of lot of discussions. Some recent results have shown that sn¥imére the aggregation level
is high (.g. in the core routers of the Internet) a small buffer size may suffice (ay@(tpackets).
However, when K is small, setting the buffer size to a value close to the bathddathy product
might be still necessary. In real networks, this parameter is very difficmiteasure and to configure.

The end nodes’ hardware that is used to perform the tests need alsddkeleinto account.
Some of our previous experiments [GFiR7] were seriously perturbed by a fault in the Base Board
Management controller firmware of IBM e-server 325 nodes. Suchlgms should be identified
using a calibration application like the TU application proposed within the ITBreefaunching
further tests on a larger scale.

4.4 Workload parameters

Multiplexing factor: M, number of contributing sources

Parallel streams: N, number of streams used on each source

Congestion level: C, = M*CCG, ratio betweenV,; nodes’ nominal capacity and the bottleneck capac-

ity

Reverse traffic level: R, ratio betweenV, nodes’ nominal capacity and the bottleneck capacity

Background traffic: B, type of background traffic (CBR, VBR) and shape (Poisson, PAnéibull etc.
)

In the Internet, the K factor is very high: the endpoints’ access rategesmerally much smaller
(2 Mbps for DSL lines) than the backbone link's capacity (2.5 Gbps fo0@&48 link). It has been
shown that in such conditions, when the load is not too high and the defjtke multiplexing in
the bottleneck link is high, formula-based and history-based TCP throtughgdictors give correct
predictions. But for high-end applications, the bandwidth demand of éesamgipoint (1 Gbps, say)
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is comparable to the capacity of bottleneck link (K is equal to 1 or 10). In smeironment, high
congestion level may be not rare and a transient burst of load on tharfbior on the reverse path
may cause active transfers to fail or to be abnormally long. So congestiellgis a combination
of the K factor and the number of contributing nodes.

45 Benchmark

To define our user-oriented benchmark we make the following assumptienaskrs are interested
in moving data volumes from sets of end points to other sets. The set is a snigletpoint to point
communication.

The system to be evaluated is a transport service offered by a trapspimcol and executed on a
complex network infrastructure. This infrastructure is defined by its tapolonk latencies and rates.
The user running this benchmark wants to compare the performancesodkansport services. The
best service will offer the minimum completion time of the given transfer workl@ut the user may
also be interested in evaluating the fairness and the predictability of thesseseindeed, prediction
of large transfer throughput is becoming an important application: it camsbd in path selection
for overlay and multi-homed networks, dynamic server selection andipgerer parallel downloads.
In ITB, the predictability will be measured by the variance in completion time. Buating the
fairness, the user will know if a service has a selfish or a cooperativaviour. In ITB, the fairness
is captured by measuring the completion time of TCP traffic.

To define the workload we have to consider that the aggregated trafficlimk is generally
characterised by the a) distribution of per-packet round-trip time, b) $iaas, c) packet sizes, d)
ratio between forward-path and reverse-path traffic, €) distributiqgreak flow rates, f) distribution
of transport protocols [FIo06]. Flow start time or flow inter-arrivalsdnalso to be taken into account.
Here we consider that the distribution of per-packet round-trip time is aasinficture parameter. It
is an important parameter as it contributes to the ITB classes definition (praiate).

The traffic injected in the system is a composition of useful traffic (the fohaad reverse traffic
part which is evaluated) and the adverse traffic (the one which is seggogerturb the protocol:
forward and reverse background traffic). Each type of applicatichasacterised by a given mix of
useful traffic. The adverse traffic is synthesised in the ITB classes.

4.5.1 WM application characteristics
1. File sizes are exponentially distributed.

2. Packet sizes are also exponentially distributed.

3. The ratio between forward-path and reverse-path traffic is 0.8 hvduiresponds to the asym-
metry of web traffic.

The distribution of per-packet round-trip time is exponentially distributed.

4.5.2 PP application characteristics
1. File sizes are heavy tailed.
2. Packet sizes are mostly constant, with a large proportion of packetghbe maximum size.

3. The ratio between forward-path and reverse-path traffic is 0.5hwddoresponds to the P2P
behaviour.



Benchmark for Transport Protocols 13

In PP, the distribution of per-packet round-trip time is Poisson. Nodesaaomly located in the
network.

4.5.3 BU application characteristics

1. The traffic profile is highly uniform. File sizes are not exponentially digted. For example,
in Data Grid like LCG (for LHC) file size and data distribution are defined bystimapling rate
of data acquisition.

2. Packet sizes are mostly constant, with a large proportion of packetgyithe maximum size
(1,5KB).

3. The ratio between forward-path and reverse-path traffic depmntige location of the storage
elements within the global grid. Previous analysis indicate that consideregtio of reverse
traffic is sufficient in this BU application.

In BU, the distribution of per-packet round-trip time is multi-modal. Nodes amegally clus-

tered, consequently, several modes may apd}é’ég%l) modes forN sites), each mode of the distri-
bution representing the set of given datacenter to datacenter conseetimhthe K factor is generally
small (1 or 10).

4.5.4 PA application characteristics
1. File sizes are not exponentially distributed. The messages are small.

2. Packet sizes are mostly constant, with a large proportion of packetghbhe maximum size.

3. The ratio between forward-path and reverse-path traffic is 0.5 mduresponds to a cluster
to cluster behaviour.

Here the distribution of per-packet round-trip time is multi-modal. Nodes arergdly clustered.
MPI is the standard communication library used to write parallel applications MBiflimplemen-
tation has been designed to optimise long-distance communications in MP| appBcafine of the
most critical part of these applications is the dense exchange of smallgesdsetween an process
composing the parallel application. In ITB, the PA application run a MPI jpiogg to send 200 mes-
sages of 1 MB between two nodes on two different sites. This applicatjglorexthe dynamics and
the slow-start effect of the evaluated protocol.

4.6 |ITB classes definition

RTT range, K factor and Congestion factor (forward and reversefribute to the classes definition.
As they are components of the delay-bandwidth product, they are espatige of the problem size
for high speed transport services evaluation. The classes materialieetigely:

e A Low loaded Metropolitan area Internet environment
e B : Low loaded Metropolitan area DataCenter environment

e C: Low loaded Transcontinental Internet environment

5Doc. and code available bt t p: / / ww. gr i dnpi . or g/ gri dnpi - 1- 1/
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Class K RTT (ms) | C,
1000 20 0.8
lorl0 20 0.8
1000 200 0.8
lorl0 200 0.8
1000 20 2.0/ 0.8
lorl0 20 2.0/ 0.8
1000 200 2.0/ 0.8
lorl0 200 2.0/ 0.8
1000 20 10|15
lorl0 20 10|15
1000 200 10|15
lorl0 200 10|15

cNeoNeoNelb

rAXoe—IOTMMmMmOoOoO >

Table 3: ITB Classes summary table

NPB ITB

NPB application:| ITB application:
g/r;’:'em BT, CG, EP, FT, | TU, WM, BU,

IS, LU, MG, SP | PP, PA
Problem NPB classes: ITB class.es:.
size S, W, A, B,C,D | 12 combinations of

RTT, K, C, and R parameters

Result Execution time | Completion time

Table 4: Parameters comparison of NPB and ITB

: Low loaded Transcontinental Datacenter environment
. Highly congested (forward) Metropolitan area Internet environment
: Highly congested Metropolitan area DataCenter environment

: Highly congested Transcontinental Internet environment

°
I @ T m O

: Highly congested Transcontinental Datacenter environment

e | : Highly congested (reverse) Metropolitan area Internet environment

e J: Highly congested (reverse) Metropolitan area DataCenter envirdnmen
e K: Highly congested (reverse)Transcontinental Internet envirohmen

e L : Highly congested (reverse) Transcontinental Datacenter envinonme

Table 4 tries to strike a comparison between the NPB presented in Section 32 4hB. Table 5
presents the different possible values that the infrastructure, sysignvakload parameters could
take. Table B3 summarizes the classes and the associated values of the, Ki;RIFT R parameters
that are used for the ITB.
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Parameter Possible values
RTT (ms) 1 20 200  Mix
Infrastructure C, (Mbps) | 100 1000 10000
K=£5 1 10 1000
M 1 ~K >K
Useful Workload | C, = 2= | 0.8 1.0 2.0
N, 1 5 10
R 0 0.8 15
Adv. workload B 0 WMl WMl

Table 5: Possible values of the characteristic parameters of the benchmark

Side A

pC RTT,

Ca;

/4

Switch

C

Switch

PC

Bottleneck

[/ NN

Side B

Figure 2: Experiment topology

5 Real experiments

This section presents and analyses a series of real experiments rasinddb000 testbed illustrating
different points of ITB.

5.1 Topology example

Figure 2 presents a typical topology used for the benchmark experimeirgsa classical dumbbell
with a single bottleneck of capacity, with N pairs of nodes that are able to send’gton each side.
N is subdivided into three parts, according to the function assigned to tlesn@ae flow by nodes’
pair is used to perform a file transfeY, refers to the number of flows on the forward path-¢ B),
N, the number of flows on the reverse pafh (-~ B) and N, the number of nodes’ pairs sending
background traffic (an&v = Ny + N, + IVy).

Two similar experimental systems, composed of a classical dumbbell topoltgywelve 1 Gbps
source workstations connected to a 10 Gbps bottleneck link and twelve sikktations on the other
side have been used. In the first testbed, the backbone of the GidiBa@Borm is composed of a
private 10 Gbps Ethernet over DWDM dumbbell with a bottleneck at 10 ®Gepseen Rennes and
Nancy hubs (see Figure 1). The average RTT is 11.5ms that givesdavioiim-delay product of
13.71 MBytes.

In the second testbed, the local Ethernet network of the AIST-SupsteCis used and the GtrcNET-
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Source

Rennes| Toulouse
c Rennes 26.3
@]
b= Before Toulouse| 44.3
£
% Rennes 651
Q| After Toulouse| 923

Table 6: Improvement of thigerf goodput (Mbps) after properly setting the TCP buffers

10 equipment is emulating a large range of latencies.

The workload has been generated by usingpegf tool, GNU/Linux kernel version 2.6.16 with
Web100 patch and Cubic patch. We design and configure our experinesttatds to have a direct
access to the following parameter measurements during experiments: @ugasthgiperf on the
receiver side, b) aggregated throughput via the GtrcNET-10 equipamehc) TCP kernel variables
with the web100 patch. We took great care of fine measurement precsma:for iperf, 20 ms for
the AIST-GtrcNET-10 and web100.

5.2 TU application

The TU application enable the ITB user to identify and properly adjust atidhéguration parameters
from thetxqueuelen to the TCP buffer sizes to get the best performance in GNWntof its
hardware infrastructure. Table 6 presents the résaligained on TU test with a single pair of nodes
by measuring with ipeffthe average goodput achieved in a 300's test. The results are giver bef
and after setting the TCP buffers to the appropriate value. We obse®&&camprovement of the
average goodput just by adjusting this single parameter.

5.3 BU application

The BU application consists in simultaneous unidirectional large file tran@fgrisally 30 GB), re-
producing the traffic that might occur between a site producing @sga lHC, Geneva) and a site
responsible for the computatioad. FermiLab, Chicago).

Within the benchmark design, the interval between each flow’s start is offtempe as flows may
interact during their slow start phase. Figure 3 illustrates the worst stm¢ing all flows simultane-
ously (within the same second) has the worst impact on the completion time ofvilsedihml the best
case: starting every flow outside the slow start phase of the others ppee Eigure 3(a) exhibits a set
of flows experiencing drops during their slow start phase. Theseuvedele to obtain a correct share
during the rest of the experiment. Other grabbed a large portion of treadth and completed in
a short time (300s). Even though the mean completion time in the worst case iSt€itgre 3(b)
(409 svs 4255s), it has a much larger standard deviation828) than in the best case. We note that
this parameter is especially important for the less aggressive TCP varsatiisyarequire a longer
time to recover from these losses.

Sdue to space reason, we only provide the results for a couple of GAdB@3, the full results can be found|in [GHPSO06]
’using its default parameters
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Figure 4: Impact of the TCP behaviour on the MPI traffic

5.4 PA application

Here, the PA application was used on two sites separated by 11.6 ms of igulifie B represents the
goodput for each of the 200 messages as function of time. On this figareamsee the impact of
TCP behaviour (slowstart and congestion avoidance) on the MPI impletioentihe slowstart and
the congestion avoidance occur on each node. The transfer of 2G@agesstakes 7.2s. Due to the
impact of slowstart and congestion avoidance mechanisms on GridMPI, ttimoma bandwidth is
only reached after 5s.

5.5 ITB parameters

This section provides a few examples of results obtained through ourimgues to justify some of
the values for the parameters presented in Table 5 and integrated withirBtletakE definitions.

5.5.1 Problem size: RTT parameter

Figure 5 shows the impact of the RTT on the mean goodput achieved ta$@CP variants. Figure 6
presents the impact of the same parameter on the fairness. Both experirmenizanformed in the
AIST-GtrcNET-10 testbed. The figures on the left side correspondetcdlse when only five flows
are emitting, while the ones on the right are the case with twelve flows, that ig watbeut and with
congestion. The flows are all under the same latency condition.

In both figures, we can identify three ranges of RTTs: low (0 to 20 msysvak TCP variants
behave the same and yield excellent performance, medium (20 ms to 100 ene)wméhstart to observe
differences between TCP variants and high (above 100 ms) where rfloenpance starts to degrade
rapidly. Choosing one value in the first and one in the third range is ertoucdpture the behaviour
of TCP variants and differentiate the classes.

In another experiment, we were gradually adding a flow every fixed gpefiime (200 s) till we
reach twelve nodes to see the behaviour of TCP as we are slowly ing¢lasioongestion level.

Figure 7 represents the throughput measured with the GtrcNET-10 equtipifter the 10 Gbps
bottleneck link during this experiment for 11 and 100 ms RTT. From left ta rigk present Reno,
BIC, CUBIC, HighSpeed, H-TCP and Scalable TCP variants.

In our case, we can notice that the steps due to the addition of anotherdi@logpier when we
increase the latency, pointing out the effect of RTT on bandwidth utilisaliba.effect is particularly
noticeable on Reno (first column) and CUBIEhird column) as these protocols aren’t able to fill the

8we were using the CUBIC implementation of the 2.6.16 GNU/Linux kernediva
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Figure 5: Mean goodput for TCP variants when 5 or 12 flows are aictid¢ST-GtrcNET-10
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Figure 7: Reno, BIC, CUBIC, HighSpeed, H-TCP and Scalable with ua®T T in AIST-GtrcNET-
10

link. The deficiency observed for Reno is the well-known fact that ReEmgestion control method
isn't adapted to networks with high BDP product due to the slow evolutioneoédimgestion windows
in this condition.

5.5.2 Workload parameters

Congestion level Figure 8 compares the impact of the congestion level param@jeo( the trans-
fer time for several TCP variants. We note that there is a linear behaviooost TCP variants with
respect to the congestion level. This behaviour can be captured withfestexperiments and has
been selected as a component of ITB classes definition. In our berichmgropose two congestion
levels: 0.8 for non-congested classes and 2.0. for highly congesésd on

Reverse traffic level Figure 9 presents the impact of the reverse traffic level paramgjeor( the
transfer time for several TCP variants under different congestiotsleve

It is not necessary to run this kind of experiments for every value ofaherse traffic congestion
level, as behaviour is only affected by the fact that the reverse pathgested or not. The benchmark
propose to test only three cases: no reverse traffic, non-congestiagse traffic and congesting
reverse traffic. It corresponds to the 0, 0.8 and 1.5 values in TablaiS.iSenough to characterise
the behaviour of a TCP variant with respect to the reverse traffic level.
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Figure 10: Comparison of completion time distribution for CUBIC and ScalaBi& rhs RTT

5.6 Metrics consideration example

The choice of adequate metrics is of importance as presented in Sectionf4olg.the mean com-
pletion time, as in Figure 8, is considered, some aspects of TCP variangl/ibehmay be eluded.
For instance, Figure 10 presents a comparison of the completion time distritboti@UBIC and
Scalable TCP. Here we can see that even though Scalable does hagraggn completion time, it
also displays a larger variability (294/s 114 s for the 2.1 congestion level case) than CUBIC. If the
user is mostly interested in predictability, the completion time variability has to be cothpute

6 Conclusion

We have presented guidelines for defining a benchmark suite for higtu $pansport services and
protocol evaluation. We propose to capture the useful results by usengathsfer time metric that
helps to characterise transport solutions in various system and workdraiitions. We design the
ITB (Inria Transport Benchmark) which aims at covering a large siespace with sufficient sim-

plicity, completeness and minimal redundancy. This tool is composed of &s&ifts which can be

easily reproduced in several kind of testbeds: real networks, emulatearks or simulators. This
benchmark comprises 5 representative applications and 12 classeav&\iscussed the ITB appli-
cations and ITB classes choices. We have provided a set of experimergaurements that justify
our choices and give a first insight of the power of our benchmarkhdrfuture, we plan to pursue
our experiments to refine, simplify and optimise our scripts. We will explorageraf new transport

solutions. Then we will make the ITB publicly available so it can be strengthand adopted by a
larger community.
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