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Abstract

Let K be an infinite field. We give polynomial time constructions of fam-
ilies of r-dimensional subspaces of Kn with the following transversality
property: any linear subspace of Kn of dimension n− r is transversal to
at least one element of the family. We also give a new NP-completeness
proof for the following problem: given two integers n and m with n � m
and a n × m matrix A with entries in Z, decide whether there exists a
n × n sub-determinant of A which is equal to zero.

Keywords: linear algebra, transversality,
derandomization, NP-completeness.

Résumé

Soit K un corps infini. Nous construisons en temps polynomial des fa-
milles de sous-espaces de dimension r de Kn satisfaisant la propriété
suivante: tout sous-espace de dimension n− r de Kn est supplémentaire
à au moins l’un des membres de la famille. Nous donnons également
une nouvelle preuve de NP-complétude pour le problème suivant: étant
donnés deux entiers n et m tels que n � m, et une matrice A de taille
n×m à coefficients entiers, décider s’il existe un sous-déterminant n×n
de A qui est égal à zéro.

Mots-clés: algèbre linéaire, transversalité,
dérandomisation, NP-complétude.
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Abstract

Let K be an infinite field. We give polynomial time constructions of
families of r-dimensional subspaces of Kn with the following transversality
property: any linear subspace of Kn of dimension n − r is transversal to
at least one element of the family. We also give a new NP-completeness
proof for the following problem: given two integers n and m with n � m
and a n × m matrix A with entries in Z, decide whether there exists a
n × n sub-determinant of A which is equal to zero.
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1 Introduction

Let K be an infinite field and let F be a finite family of r-dimensional linear
subspaces of Kn. We say that F has property Pn,r(K) if for every (n − r)-
dimensional subspace E ⊆ Kn there exists an element of F which is transversal
to E. It is not difficult to see that such families do exist. Given a basis of
Kn, consider for instance the family of subspaces spanned by r basis vectors.
This particular family is of cardinality

(n
r

)
. It was shown in [5] that families

of cardinality as small as 1 + r(n − r) exist. Moreover, it was shown in the
same paper that in most cases of interest (including in particular all fields
of characteristic 0 and all algebraically closed fields) the basis vectors of the
elements of such a family can be chosen of polynomial bit size. Due to the
non-constructive nature of the proof of this transversality lemma, the parallel
algorithm of [5] for computing the rank of matrices is non-uniform. A uniform
parallel algorithm was published soon afterwards by Mulmuley [13], but the
problem of a constructive proof of the transversality lemma had remained open.
In this note we give such a constructive proof. More recently, the transversality
lemma has also been used in computational algebraic geometry [14] and in
complexity theory in the study of sparse sets [2].
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Our construction hinges on an elementary property of Vandermonde-like
matrices, established in Lemma 1. In section 3 we give a second application of
this lemma. Let NULLDET be the following problem: given two integers n
and m with n � m and a n × m matrix A with entries in Z, decide whether
there exists a n×n sub-determinant of A which is equal to zero. We show that
this problem is NP-complete for polynomial time many-one reductions. It is not
difficult to show that NULLDET is NP-hard for randomized reductions, and
our proof can be viewed as a derandomization result. The NP-completeness
of NULLDET was proposed as an open problem as early as in 1982 [3] and
as late as in 1998 [6]. One motivation comes from computational geometry,
where general position assumptions are often made. It is therefore of interest
to determine whether such an assumption can be checked efficiently [6]. In
fact, when that paper was published the problem had already been solved by
Khachiyan [8]. Subsequently, a very elegant proof was published by Erickson [7].
This result is therefore not new, but at least we hope that the proof is new.

2 Transversal Subspaces

Let E and F be two linear subspaces of Kn such that dim E + dim F � n.
Recall that E and F are said to be transversal if dim(E +F ) = dimE +dimF ,
or equivalently if E ∩ F = {0}.

For d ∈ N, we denote by vd(x) the Vandermonde vector (1, x, . . . , xd).
More generally, given a tuple α = (α1, . . . , αp) ∈ Np, we denote vα(x) =
(xα1 , . . . , xαp). In this section we shall only use the case α = (0, 1, . . . , n − 1).
The following lemma is a variation on a result of [9].

Lemma 1 Let E be a subspace of Kn of dimension p and α = (α1, . . . , αn)
a strictly increasing sequence of integers. Let f ∈ K[X] be a nonconstant
polynomial such that fk �= Id for 1 � k � αn, where fk denotes the k-
th iterate of f . If n � p + r and if x is transcendent over K then Vr(x) =
Vect{vα(x), vα(f(x)), . . . , vα(f r−1(x))} is transversal to E.

Proof. By induction on r; we may start from r = 0. In this case the result
is clear since Vr(x) = {0}. Assume now by contradiction that r � 1 and that
Vr(x) is not transversal to E. By induction hypothesis, E is transversal to
Vr−1(x). Hence x must satisfy property Q(x) below:

vα(f r−1(x)) ∈ E + Vr−1(x).

Since this property is algebraic in x and fk(x) is transcendent over K for any
k � 0, Q(fk(x)) must in fact hold for all k � 0. This implies that for k =
0, . . . , αn the 1 + αn vectors vα(fk(x)) all belong to E + Vr−1(x). Now build a
(1+αn)×n matrix A such that vα(fk(x)) is the k-th row of A. The columns of A
are n distinct columns extracted from a (1+αn)×(1+αn) Vandermonde matrix,
hence A is of rank n. This is absurd since dim(E + Vr−1(x)) = p + r − 1 < n.
�

Proposition 1 Let K be a field of characteristic 0. The family (Vi)0�i�r(n−r)

where Vi = Vect{vn−1(i), . . . , vn−1(i + r − 1)} has property Pn,r(K).
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Proof. We apply Lemma 1 to the polynomial f(x) = x + 1. Let E be a linear
subspace of Kn of dimension n−r; let e1, . . . , en−r be a basis of E. By Lemma 1,
the polynomial

Q(x) = det(e1, . . . , en−r, vn−1(x), vn−1(x + 1), . . . , vn−1(x + r − 1))

is not identically zero. Obviously, the degree of Q is upper bounded by∑n−1
i=n−r i = r(2n − r − 1)/2. In order to obtain a better bound, consider the

polynomial R(x1, . . . , xr) = det(e1, . . . , en−r, vn−1(x1), vn−1(x2), . . . , vn−1(xr)).
Its degree is upper bounded by r(2n − r − 1)/2 as well. The point is that R
admits a factorization of the form R =

∏
1�i<j�r(xi − xj)S(x1, . . . , xr). The

degree of S is therefore upper bounded by r(2n − r − 1)/2 − (
r
2

)
= r(n − r),

and the same is true of Q. Hence there exists an integer i ∈ {0, 1, . . . , r(n− r)}
which is not a root of Q. The corresponding subspace Vi is transversal to E.
�

The next proposition takes care of fields of positive characteristic. We de-
note by order(θ) the order of the multiplicative group generated by θ.

Proposition 2 Let K be an infinite field (of arbitrary characteristic). Let
(zi)0�i�r(n−r) be a family of non-zero distinct elements of K. If order(θ) � n,
the family (Vi)0�i�r(n−r) where

Vi = Vect{vn−1(zi), vn−1(θzi), . . . , vn−1(θr−1zi)}

has property Pn,r(K).

Proof. We now apply Lemma 1 to the polynomial f(x) = θx. Let E be a
linear subspace of Kn of dimension n − r; let e1, . . . , en−r be a basis of E. By
Lemma 1, the polynomial

Q(x) = det(e1, . . . , en−r, vn−1(x), vn−1(θx), . . . , vn−1(θr−1x))

is not identically 0. Consider the polynomial

R(x1, . . . , xr) = det(e1, . . . , en−r, vn−1(x1), vn−1(θx2), . . . , vn−1(θr−1xr)).

Now we have a factorization of the form

R(x1, . . . , xr) =
∏

1�i<j�r

(xj − θi−jxi)S(x1, . . . , xr).

Hence Q has at most r(n − r) nonzero roots since this polynomial admits a
factorization of the form Q(x) = x(r

2)A(x). One of the zi’s is not a root of Q,
and the corresponding subspace Vi is transversal to E. �

In order to have a completely explicit construction, one should of course explain
how to construct an element θ of order at least n. It is natural to represent θ by
its minimal polynomial over Fp. Hence we just need to produce an irreducible
polynomial of degree at least n. For this purpose we can use the deterministic
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algorithms of [4] or [15]. These algorithms produces in time polynomial in n
and p a polynomial of degree n which is irreducible over Fp. Alternatively, one
may construct an irreducible polynomial of degree m where pm > n + 1, and
look for an element of order at least n in GF (pm). Such an element exists since
the multiplicative group of a finite field is cyclic.

Here is a slightly different family with the property of transversality.

Proposition 3 Let K be an infinite field. Let a0, . . . , an−1 be distinct ele-
ments of K. For 0 � i � r − 1, let us define the column vector vi(t) =
(ai

0, a
i
1t, a

i
2t

2, . . . , ai
n−1t

n−1). Let (zi)0�i�r(n−r) be a family of non-zero distinct
elements of K. The family (Vi)0�i�r(n−r) where Vi = Vect{v0(zi), . . . , vr−1(zi)}
has property Pn,r(K).

Proof. Let E be a linear subspace of Kn of dimension n − r; let e1, . . . , en−r

be a basis of E. By Gaussian elimination, one can assume that ei =
(e0

i , e
1
i , . . . , e

αi
i , 0, . . . , 0) with eαi

i �= 0 and α1 < α2 < . . . < αn−r. Let
P (t) = det(e1, . . . , en−r, v0(t), . . . , vr−1(t)). We claim that the valuation of P
(i.e., the smallest power of t which appears in P with a nonzero coefficient) is
v =

(n
2

) − ∑n−r
j=1 αj. Indeed, the basis of E ensures that val(P ) � v and the

coefficient of tv, up to the sign, equals to V · Πn−r
i=1 eαi

i where V is the determi-
nant of the r × r Vandermonde matrix built on (aαi)1�i�r. Thus P (t) is not
identically zero, and val(P ) �

(
n
2

) − ∑n−1
j=r j =

(
r
2

)
. The argument is now the

same as in proposition 2 since P (t) = t(
r
2)A(t) where A(t) is not identically zero

and deg(A) �
∑n−1

j=n−r j − (r
2

)
= r(n − r). �

It is a folklore result that no family of cardinality less than 1 + r(n− r) can
have property Pn,r(K) if K is algebraically closed (this follows from algebraic ge-
ometry: r(n−r) is the dimension of the Grassmanian manifold of r-dimensional
subspaces of Kn). Thus our constructions are optimal in this respect. For other
fields (for instance Q or R) it seems that the smallest possible cardinality is
unknown. We are not even aware of nontrivial upper or lower bounds. Still
the following remark shows that the real case is genuinely different from the
complex case.

Remark 1 Consider the family F of the 4 two-dimensional subspaces of R4

spanned by the columns of the following 4 × 2 matrices:(
I
0

)
,

(
0
I

)
,

(
I
I

)
,

(
Rπ/2

I

)
.

Here I is the identity matrix and Rπ/2 the rotation matrix of angle π/2. This
family has property P4,2(R).

Indeed, any two-dimensional subspace of R4 which has a non-trivial intersection
with the first two elements of F must be of the form V = Vect{(x

0

)
,
(
0
y

)}. A
subspace of this form can intersect non-trivially at most one of remaining two
elements of F . More precisely, if x and y are colinear the intersection with the
last subspace is {0}, and if they are not colinear the intersection with the third
subspace is {0}.

It is also possible to show that the family in Remark 1 is of cardinality as
small as possible.
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3 An NP-complete Problem

The problem NULLDET defined in the introduction can be restated in geomet-
ric terms as follows: given m points of Zn, decide if there exists a homogeneous
hyperplane which contains at least n of these points. The closely related MAX-
FLS problem is known to be NP-complete [1]. In this problem one must decide
whether there exist K columns of the input matrix A ∈ Zn×m which form a
submatrix of rank < n, where K � n is a part of the input. Geometrically, this
means that there exists a homogeneous hyperplane which contains at least K
of the m input points.

Proposition 4 NULLDET is NP-complete for polynomial time many-one re-
ductions.

Proof. We shall reduce MAX-FLS to NULLDET. Let (A,K) be an instance
of this problem, where A ∈ Zn×m and m � K � n. Let M be the largest
absolute value of the entries of A. Let B(x) be the following K × m matrix.

B(x) =




A
vm−1(x)

...
vm−1(x + (K − n) − 1)




Let N = MnKKm + 1. We claim that B(N) ∈ NULLDET if and only if
(A,K) ∈ MAX-FLS. If K columns of A are of rank < n then the same columns
of B(N) are of rank < K. Conversely, assume now that A�∈MAX-FLS. Let
(α1, . . . , αK) be a strictly increasing sequence of elements of {1, . . . ,m}. The
rank of the submatrix Aα is equal to n since A�∈MAX-FLS. We need to
show that B(N)α is of rank K. Let P (x) = det(B(x)α). By Lemma 1, this
polynomial is not identically zero. Moreover, expanding the determinant shows
that the coefficients of P are integers bounded by N − 1 in absolute value.
By the classical bound on roots of polynomials, N is not a root of B so that
B(N)α is indeed of rank K. As this is true for any α, B(N) does no belong to
NULLDET. �

Let κ-DET be the following problem: given two integers n and m with n � m
and a n × m matrix A with entries in Z, decide whether there exists a n × n
sub-determinant of A which is equal to κ. It was shown by Dyer, Gritzmann
and Hufnagel [6] that κ-DET is NP-complete for κ �= 0. However, as pointed
out by these authors, their proof does not apply to the case κ = 0 and therefore
stops short of proving that NULLDET is NP-complete.

It would also be interesting to understand the complexity of NULLDET
in algebraic models of computation. For instance, can this problem be solved
by polynomial depth algebraic computation trees (over the ordered field of real
numbers, say)? Note that the NP-completeness of this problem needs not be an
obstacle: it is well known that some “geometric” NP-complete problems (e.g.,
KNAPSACK) can be solved in polynomial depth [10, 11, 12].
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